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**Symposium Reflection**

Yesterday we were invited to attend Xavier University’s BA Philosophy talk “MISYON Symposium,” and they were asking us if AI will take over our jobs in the future, what will be the difference if you prompted AI to generate a code, and some questions about our morality.

Well, to answer the first question, it is inevitable that AI will take over our jobs. Currently, there is 83 percent of students use AI to answer their homework questions, use them for their projects, and research (ABS-CBN, 2023). These are the students who will someday grow up to be useful for the community, and most of their work will be from AI. How AI works is that it collects data, and this data can reflect existing databases and assumptions, it may struggle with situations that involve moral dilemmas. That’s where humans come in. Humans possess life experiences, emotional intelligence, and intuitions that could provide a more holistic perspective. However, making a moral decision may require both AI and humans, as AI can provide rationality and consistency, while humans can provide contextual understanding. An AI-human collaboration for moral decision-making could compensate for the weaknesses inherent in relying solely on artificial or human intelligence, that is my answer to the third question.

The second question is, what would be the difference if you prompted AI to generate a code? As a computer science student, the difference will be how fast the AI can do the code. AI has a wider range of applications that can provide informative answers to your questions (TechTarget, 2023). Programmers will prompt the AI to generate, translate, or solve the code. It saves time by making the work faster and easier (IBM, 2023).

The moral implication is that AI capabilities will advance and take over many jobs and educational tasks. We must strike a balance between AI’s ability to make rational decisions and a human’s ability to make contextual intelligence for decision-making, realigning human education to facilitate human and AI collaboration while also cultivating unique human skills. We must develop mechanisms to instill ethical values and principles into AI systems aligned with human morality.